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Abstract. This paper describes implementing a Convolutional Neural Network
(CNN) model for detecting and classifying brain tumors from Magnetic
Resonance Images (MRIs) using TensorFlow and Keras. The model classifies
images into one of 4 possible classes: glioma, meningioma, pituitary, or “no
tumor” (healthy patient). The data augmentation paradigm was used alongside
image processing techniques to expand the training dataset, achieving a final
test set accuracy of 89%. Brain tumors present challenges in their detection
and classification due to their variability in shape, size, and location, which
complicates medical diagnosis using traditional methods promptly. To address
this challenge, this study employs a CNN model that integrates convolutional
layers alternated with pooling layers, inspired by modifications of existing
architectures that have proven to be efficient in terms of the computational
cost-accuracy ratio. This work aims to refine the accuracy of classification among
different types of tumor, but also versus non-tumor images. Furthermore, a
user-friendly Python-based graphical interface has been developed to enable users
unfamiliar with deep learning models to conduct preliminary MRI classifications,
potentially saving diagnostic time and resources in medical environments.

Keywords: Brain tumor, convolutional neural network, MRIs, data
augmentation, graphical interface.

1 Introduction

This paper applies a deep learning model (using Convolutional Neuronal Networks,
CNNs) with data augmentation and image processing techniques, to detect and classify
brain tumors in magnetic resonance images, using Tensorflow and Keras. Brain
tumors pose a challenge in their detection and classification due to their variability in
shape, size, and location, making timely medical diagnosis difficult using conventional
techniques. In response to this problem, a convolutional neural network-based model
inspired by modifications of existing architectures was used in this study and was shown
to be efficient in terms of computational cost/accuracy ratio to improve the accuracy of
classification between tumor types and non-tumor cases.

5

ISSN 1870-4069

Research in Computing Science 153(12), 2024pp. 5–18; rec. 2024-06-02; acc. 2024-08-12



Fig. 1. Examples of MRIs of each class, a) Glioma, b) Meningioma, c) No tumor, d) Pituitary.

To balance the variability of clinical images and avoid the need for more data, data
augmentation techniques such as geometric transformations and intensity adjustments
are applied. The transformations include partial rotations, inversions, and contrast
adjustments, which give the model the ability to identify tumors under different visual
conditions and increase its robustness to images from new patients.

TensorFlow was used to create and train CNN models tailored to the specific
characteristics of MRIs. The networks were trained with an extended dataset containing
images of gliomas, meningiomas, pituitary tumors, and healthy patients, all normalized
to a uniform format of 250×250 pixels to standardize the inputs to the model. The
present research focuses on improving the accuracy of brain tumor classification using
CNNs and data augmentation techniques. The results obtained could then be a useful
tool for medical professionals to improve the efficiency of brain tumor diagnosis.

2 Related Work

There are many research papers on the classification of brain tumors. Some of them are
Mohsen [10], who used a Deep Neural Network Classifier with a dataset of 66 classes
of brain tumors (glioblastoma, sarcoma, and metastatic bronchogenic carcinoma) and
normal MRIs using a discrete wavelet transform (DWT) and principal component
analysis (PCA) with a classification rate of over 93%. Rai [13] presents a deep neural
network called U-NEt (LU-Net), which distinguishes between normal and abnormal
MRI images of the brain using a data set of 253 images and achieves an accuracy
of 88%. A Convolutional Neural Network with a Long Short Term Memory (LSTM)
was used by the authors in [16] for feature extraction to augment the CNN extraction
features with a dataset of 3264 MRI scans.

Nyoman Abiwinanda [6] trained different CNN architectures such as AlexNet,
ResNet, and VGG16 to detect 3 types of brain tumors (glioma, meningioma, and
pituitary). The dataset used consists of 3064 T-1 weighted CE-MRI images. The
best-performing architecture had a training accuracy of 98.51% and a validation
accuracy of 84.19%. Yakub Bhanothu [4] proposed an algorithm called ”Faster
R-CNN”, which is also used to classify and detect the 3 types of brain tumors mentioned
above. The algorithm uses VGG-16 as the base layer and consists of three blocks
called RPN, a region of interest (RoI) pooling and a regional-based convolutional
neural network. The dataset used is public, it contained 805 MRIs for glioma, 694 for
meningioma, and 907 for tumors. They achieved an average precision of 77.60%.
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Fig. 2. MRIs of Glioma tumor example.

Fig. 3. Example of the 6 transformations applied to the side glioma image.

An interesting approach was taken by the authors in [2], where they first used
several filters to preprocess the MRIs, aiming to differentiate the various elements of the
image more easily. This preprocessing step facilitated the clustering and segmentation
of tumors. A prediction of tumor versus non-tumor was then made using a stacked
sparse autoencoder (SSAE) model with two fine-tuned layers, obtaining an accuracy
between 90-100% on the BRATS (Brain Tumor Segmentation) datasets [3].
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Fig. 4. Sizes and dimensions of training, validation, and test sets.

Regarding data augmentation methods, in [8] Han et al. leveraged Progressive
Growing of GANs (PGGANs) to generate synthetic 256x256 MRIs. This method,
which was evaluated on the BRATS 2016 dataset [9] and combined with traditional
data augmentation methods, improved brain tumor detection accuracy to 91.08%, with
86.60% of sensitivity and 97.60% of specificity, delivering promising results for clinical
use. The main goal of this research, which focuses on detecting and classifying brain
tumors, is to apply these models in software or interfaces that are user-friendly for the
medical staff. Ucuzal [15] developed a free web-based on deep learning that can be
used in the detection of brain tumors, specifically Glioma, Meningioma, and Pituitary
tumors on MRIs. They used a Keras library to build a deep learning model and achieved
95% accuracy in the test dataset.

However, for further studies, they propose to include the classification and detection
of MRIs of healthy patients [15]. An extensive review of more related works in the field
(until 2021) is provided in [11]. Al-Zoghby, who proposed the DCTN model using a
CNN with VGG-16 architecture and a dataset with 233 patients, achieved 99% accuracy
[1] during testing. Özkaraca used DenseNet, VGG-16, and modified CNN architectures,
reaching an accuracy of up to 92%.

However, in the confusion matrix for the VGG-16 model, the values obtained
showed many mistakes in glioma classification [12]. Srinivasan presented a comparison
of AlexNet, DenseNet121, ResNet-101, VGG-19, and GoogleNet models, reaffirming
the superiority of CNN in the field of brain tumor classification [14]. As reviewed
by many authors, significant results have been achieved in detecting and classifying
brain tumors using CNNs. Two of the main contributions of this investigation are to
implement and continue exploring the data augmentation approach for this problem, as
well as to develop a graphical Python interface that is easy for medical staff to use and
understand, in order to assist them in making fast and appropriate diagnoses.

3 Methods

The methodology of this study involved various phases, from data preparation to the
training and evaluation of the neural network. The steps taken to implement the model
successfully are described below:

3.1 Dataset

The study was performed using the public database ”Brain MRI Scans for Brain
Tumor Classification” obtained from the platform ”Kaggle” [7]. The dataset contains
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Fig. 5. Three-dimensional representation of the network architecture. Yellow layers:
Convolutional layers; Red layers: Pooling layers; Green layer: Flatten layer; Blue
layers: Dense layers.

high-quality Brain Magnetic Resonance Imaging scans with diverse tumor types. It
is classified into four classes and each image is labeled with one of these classes:
“Pituitary”, “Glioma”, “Meningioma” and “No tumor”. It has a total number of images
of 1311, where 300 images belong to Pituitary, 306 images to Meningioma, 300 images
to Glioma, and 405 images to No tumor class. Fig. 1 shows an example of MRIs that
belong to each class.

3.2 Data Processing

To achieve a balanced distribution of classes, it was first decided to select the first
300 available images of each class to homogenize the number of data per class, since
Meningioma and No tumor classes have more than 300 images.

All images were uploaded to the working environment, 300 images for each class.
The image set for each class was divided into 240 images for training about 30
images for testing and 30 for validation. The selection of images for each group was
randomized. The total number of images for the training process was 960 images, and
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Fig. 6. Two-dimensional representation of network parameters and network architecture.
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Fig. 7. Metrics achieved in 20 epochs of training.

120 images each for the testing and validation process. The data augmentation process
was performed on the 960 training images. The data augmentation was performed with
TensorFlow. The transformations used were the change of image contrast, horizontal
and vertical flips, and partial rotations.

Resizing was also performed, to obtain the same size for all data and to standardize
the network inputs, the images were resized to 250×250 pixels. For each original image,
6 new images were generated by data augmentation. The number of generated images
was chosen due to the limited amount of original images available for training and the
limited computational power, resulting in a good balance that proved to be efficient
considering the results, with the transformation applied either directly to the original
image or to a previously generated image.

Fig. 2 shows that the original image belongs to the glioma class and Fig. 3 shows an
example of the 6 transformations applied to that image, which, as mentioned previously,
were a combination of changes in image contrast, horizontal and vertical flips, and
partial rotations. A total of 6720 images were generated for model training, in which
each class consisted of 1680 images. The final dimensions and sizes of the training, test,
and validation sets are shown in Fig. 4.

3.3 Model Architecture

To reduce dimensionality, extract features and avoid overfitting, a convolutional
network architecture with alternating convolutional layers and pooling layers was
chosen. Fig. 5 shows a three-dimensional representation of the network architecture.
The architecture of the model can be seen systematically in Fig. 6, which shows
the layers that make up the CNN model. It consists of eight convolutional layers,
four pooling layers, one fully connected layer, and one dense layer. Each pair of
convolutional layers contains 6, 10, 20, and 20 kernels, all of size 5×5, and each layer
also contains a ReLu activation function. In contrast, the size of the pooling layers is
2×2. The first convolutional layer receives input data of size 250×250. The dense layers
at the end are used for classification into the four diagnostic categories.

3.4 Model Compilation and Training

The model was created with the Adam optimizer and a learning rate of 0.001, using
categorical cross entropy as the loss function. It was trained for 20 epochs with batches
of 64 images, with hyperparameters adjusted based on performance during validation.
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Fig. 8. Metrics achieved on testing.

Fig. 9. Model metrics report.

3.5 Model Evaluation

The model was evaluated for accuracy and loss using the test set. A metrics report
and confusion matrix were used to analyze performance by class and identify areas
for improvement. The metrics report included precision, recall, and f1-score, the most
commonly used metrics to evaluate deep learning models. In addition, the confusion
matrix allows visualization of model performance, making it possible to identify which
images were classified correctly and which were misclassified. This complements the
metrics report.

4 Results

The results of the present study show that the convolutional neural network model has
good accuracy in classifying magnetic resonance images for brain tumor detection. The
most important results are listed below.

4.1 Dataset Dimensions

The model was trained using an augmented set of 6720 images, validated with 120
original images, and tested with another 120 original images. This data split allowed
for correct training and fair evaluation of the model, despite the limited amount of data
in the original set.

4.2 Training Evaluation

During the training of the model, significant progress was observed in the ability to
correctly classify the images into the four defined categories. At the end of the 20
training epochs, a training accuracy of 95.85% and a loss of 0.1162 was achieved, as
can be seen in Fig. 7. In contrast, the validation accuracy was 80.83% with a loss of
0.7878. These metrics indicate a possible slight overfitting of the model to the training
set, possibly due to the limited amount of validation data combined with the data
augmentation procedure during network training.
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Fig. 10. Confusion matrix for the model.

4.3 Test Evaluation

Fig. 8 shows that evaluation of the model on the test set yielded an accuracy of
89.17% and a loss of 0.5614, confirming the model’s ability to generalize to novel
images not seen during training. These results are particularly encouraging as efficient
classification of brain tumors from magnetic resonance images is challenging due to the
variability in tumor appearance.

4.4 Metrics Report

The analysis of the classification metrics shows a high precision, sensitivity (recall),
and F1 score in all categories. As shown in Fig. 9, the No Tumor category performed
particularly well with a recall of 0.97 and an F1 score of 0.97 (in the report the categories
were labeled Glioma = 0, Meningioma = 1, No Tumor = 2, and Pituitary = 3),
indicating a high true-positive rate and a good balance between precision and sensitivity.
The other categories showed comparable results with values between 0.81 and 0.83 for
the F1 score for glioma and meningioma and 0.96 for pituitary.

4.5 Confusion Matrix

As can be seen from the obtained confusion matrix, Fig. 10, the model showed
a high ability to identify images without tumors, with remarkable accuracy in this
category, being able to correctly identify 31 out of 32 cases. However, there were some
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Fig. 11. Prediction for a Glioma MRI image from the test set.

Fig. 12. Prediction for a no tumor MRI image from the test set.

difficulties in accurate classification between tumor types, particularly between glioma
and meningioma, where some cases of misclassification were observed.

4.6 Implementation in an Executable Program Using a Graphical
Python Interface

The model was implemented in a graphical Python interface by creating an executable
file. This was done to allow any user to interact with and use the model without the
need to have Python installed on their system and without the need to have technical
knowledge of how to use the model. The graphical interface created is quite intuitive,
so it can be used by users who are not at all familiar with managing deep learning
prediction models. It is based on the Python library tkinter and allows loading MRI
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Fig. 13. Prediction for a Pituitary MRI image from [5].

Fig. 14. Prediction for a Meningioma MRI image from [5].

images for later analysis (via the “Open image” button). As a result (after processing
and evaluation by the model, if you click on the “Start” button”) the loaded image and
the membership probabilities predicted by the model for each of the 4 possible classes
are displayed. There is also a button to “Clear” the interface, which deletes the results
of the last analysis and leaves the interface clean and ready to load a new image, and the
“Exit” button, which allows you to close the program at any time. Below is an example
of what the graphical user interface looks like after analyzing brain tumor images in the
implementation. Figs. 11-12 show the results of the classification of two images from
the test set, while Figs. 13-14 are predictions of MRIs from a different dataset [5],
showing successful results as well.
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5 Conclusions

This study has demonstrated that the use of deep learning techniques, specifically
Convolutional Neural Networks (CNNs), together with data augmentation methods,
can be of great utility for the detection and classification of brain tumors in Magnetic
Resonance Images. The network architecture designed for this research has proven to
be effective in classifying gliomas, meningiomas, pituitary tumors, and non-tumors,
achieving an overall test set accuracy of 89.17%.

The results obtained suggest several important conclusions. First of all, high
performance in the detection of non-tumors (healthy patients) was seen: the model
demonstrated an outstanding ability to identify non-tumor images, which is key to
preventing false positive diagnoses in clinical settings. Additionally, challenges in
tumor type classification were observed: although the model has shown high overall
accuracy, it still faces challenges in differentiating between certain tumor types, such
as glioma and meningioma. This could indicate a need for further adjustments to the
model architecture or training approach to improve specificity or a need for a larger
amount of training data and more data for each class.

Likewise, data augmentation proved to be essential in improving the model’s ability
to generalize to new images, as initially the data set available was notably limited, and
having trained with this set would likely have led to inferior results due to the restricted
number of examples in each class. This approach could be further explored to include
other augmentation techniques that could help improve the distinction between similar
classes. On the other hand, the difference between training and validation accuracy
suggests overfitting, a more or less expected result due to the limited validation set.
Strategies such as regularization, dropout, adding callbacks to the training process, or
increasing the validation set could be investigated to mitigate this effect.

Finally, the fact of having created a Python graphical interface compiled as an
executable file contributed greatly to making the use of the model easier and more
intuitive, and added value to the final work. In this way, the use of this type of predictive
model is brought closer to the common user, who does not necessarily need to know
the strategies that must be followed normally to be able to use such models correctly,
for instance, when following a Jupyter notebook or executing a Python script.

Future work could explore the optimization of the network architecture, fine-tuning
of hyperparameters from larger pre-trained networks, and expansion of the data set to
improve both the training process and the validation and evaluation process (possibly
by collaborating with medical institutions to acquire more images and getting in touch
with specialists from these institutions to start developing a way to utilize the graphical
interface to assist in making appropriate diagnoses). In turn, the incorporation of other
data modalities, such as clinical patient data, could help improve the accuracy and
robustness of the model.
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